BiliVista

Bilibili data analysis platform

Emotion analysis based on deep learning




Project Overview

Dataset

Data Acquisition

* Crawling Movie Comments
* Douban: Collect comments from the " Douban’ movie site.
* Maoyan: Collect comments from the “ Maoyan™ movie site.
* Data Preparation

* Perform data cleaning to ensure the quality and consistency of the collected
comments.
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Model Training

* Machine Learning Model

P ro j e ct O ve rVi e W * Utilize SnowNLP for sentiment analysis

Dataset

* Deep Learning Model

* Employ PaddleNLP to build and train deep learning models

for advanced text analysis.
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Model Application

Crawling Data from " Bilibili

Implement real-time data crawling from " Bilibili"

Project Overview . askondDorstopment

Develop the backend using the **FastAPI** Python
Frontend Development

Implement a user-friendly interface to visualize and interact with the analysis results.
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Data Acquisition

Source of data
e Douban
* Maoyan

Why These Datasets?

* Labeled Data: This is critical as
labeled data provides a foundation
for training and evaluating our
sentiment analysis models with
higher accuracy.

Crawling Movie Comments
* Douban: Collect comments from the Douban movie site.
* Maoyan: Collect comments from the Maoyan movie site.
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Data Preparation

e L
Da ta A c qu,s,t’on * Perform data cleaning to ensure the quality and consistency

of the collected comments.

Data Categorization
* Negative dict: Ratings less W
than or equalto 3 [“]I] |:| l:>

According to the Rating

* Positive dict: Ratings Positive
greater than 3 g |
Dataset Splitting Training Sot and Tost Set
* Random Split Negative [ Positive ]
Training and Testing set Training Set Training Set (Training set : Test Set)=(8:2)
* Training set : Test set = 8:2 Nogaive [ Positve } w
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MOdel Training Machine Learning Model

* Utilize SnowNLP for sentiment analysis

SnowNLP

* SnowNLP is a library focused on natural language processing tasks for Chinese text, such as
sentiment analysis and text processing.

* Usesthe labeled training data to train the classifier using the Naive Bayes algorithm.

Naive Bayes Algorithm
* Assumes that features are independent of each other

 Estimates probabilities based on the features and labels in the training dataset.

T = {(x1,y1), (X2, ¥2), ., Xy, yn)}

y = argmax., P(y = ¢x) HP (x/ |y = cx)
x; = (x1, ..., x™) j

yi=c¢, and k=1..K
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MOdel Training Machine Learning Model

* Utilize SnowNLP for sentiment analysis

Naive Bayes Algorithm
 Assumes that features are independent of each other

 Estimates probabilities based on the features and labels in the training dataset.

Split Chinese characters and calculate the probability that the term appears in the set

R, BE TSI TAROE, #HEF RIF 1888 7 ML T TA BV IOBR =
EA e B— Lt SRR Cut Sentence ZFFiEB iy EBEERN
EERE, EEE=F > R BX, BEEEE
AET, KEXLT, HFHATSIEE KiETY KEXLT EF L OS(EE
BEER, BTSSR RPEEREINLNV IS IR
Training Result
__ Method | TestDatasetAccurac

SnowNLP 78.58%

_________KNN 78.32%
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SnowNLP Model Evaluation

Practical application scenarios
* We actually using this model to annalysis the comment in other platform, it does not work well

Comment of Movie
e Crawlthe Comment of the Movie (Wandering Earth2) From the Bilibili

2500 A

Estimation the comment score

* Getacomment sentiment score using the trained SnowNLP model.
* Average comment sentiment score is only 0.54.

(Assuming that the number of likes is the number of approvals )

2000 A

1500 +

500

Comment Counts

Comment Score Distribution
* The distribution is polarized
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SnowNLP Model Evaluation

Comment of Movie
* Crawlthe Comment of the Movie (Wandering Earth2) From the Bilibili

. Comment ____________|Like| Sentiment | SentimentxLike
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It turns out that the model does not work well in practice
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Model Training — Deeping Learning

Pre-training model

With the development of deep learning, the number of
model parameters has increased rapidly, and in order to
train these parameters,

Nowadays, studies have shown that Pretrained Models
(PTM) based on large-scale unlabeled corpora can
acquire generic language representations and

when fine-tuned to downstream tasks.

In addition, pre-training models can avoid training
models from scratch.

Semi-supervised Sequence Learning
context2Vec
Pre-trained seq2seq
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Model Training

Pre-training model

* ERNIE (Like Bert-wwm)

BERT requires minimal architecture changes for a wide
range of natural language processing applications.

Deep Learning Model

Employ PaddleNLP to build and train deep learning models for advanced

text analysis.

Semi-supervised Sequence Learning
context2Vec
Pre-trained seq2seq
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Model Training -

0.0003 4

Trainning Process
.y

1. Remove a batch data from the dataloader T T T

2. Feed batch data to the model for forward calculation e

3. Pass forward calculation result to loss function to calculate loss. The forward calculation result is
passed to the evaluation method, and the evaluation index is calculated.
4. Lossreverse return and update gradient. Repeat the above steps.

Each time an epoch is trained, the program will evaluate the effectiveness of the current model training.

Test Dataset Accurac

SnowNLP 78.58%
PaddleNLP 85.31%
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PaddleNLP Model Evaluation

Practical application scenarios

* We actually using this model to annalysis the comment in other platform, it does not work well

Comment of Movie

* Crawlthe Comment of the Movie (Wandering Earth2) From
the Bilibili

Estimation the comment score

* Getacomment sentiment score using the trained SnowNLP model.
* Average comment sentiment score is 0.89.

(Assuming that the number of likes is the number of approvals)
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Model Application

Set the User-Agent and cookie information

 Setthe User-Agent and cookie information
* |nputthe video bvid parameter to obtain the video.

Crawl video basic information

Through bvid access to the basic information of the
video including:

* Title

* Author

* Reply count, Favorite count,

* Coin count, Share count

Crawling Data from

Implement real-time data crawling from Bilibili

HEADERS = {
‘User-Agent': "'

‘cookie':"",

}

url = "https://api.bilibili.com/x/web-interface/view/detail"’
params = {

‘bvid': 'BV117411r7R1"’
}

"BV1lct421lu7gu™: {
"title": "\u30104\u6708\u3011\u602a\u517d8\u53f7 06",
"pic": "http://il.hdslb.com/bfs/archive/95d2e0fcb4bcc9b5dfe334dff7b087595cce2e44.jpg”,
"view": 1572285,
"danmaku": 10845,
"reply"”: 1030,
“favorite": 1320,

ECOANE:IST96
"share": 352,
"like": 18884,
"author": "\u54d4\u54e9\u54d4\u54e9\u756a\u5267"
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MOdel A ppl ication Crawling Data from Bilibili

* Implement real-time data crawling from Bilibili

Crawl video comment content and danmu content

Through bvid access to the comment information of
the video including:

° Comment ::c{ii:fnt; "\u6211\u6709\ude00\ude2a\u95ee",
* Number of comments and likes

Through bvid request screen XML file obtained through
basic information:

"time": 4803.281,

i "t g i,
) Tlme "fzzi_size": 25,
* Timestamp “color": 16777215,
timestamp": 1680401167,
* Danmu text "layer": 8,

"text": "\uded6\u7684\u59bb\u5b50\ude5f\u662f\u6674\u5973"




17

Model Application

Why FastAPI?

Key Advantages:
* High Performance
* Rapid development

 Automatic interactive API
documentation

Usage of 3 APIs:
* video: Fetch specific video information.
* videos: Gather statistics on all scraped videos.

* newvideo: Add video data to the system.

Backend Development
* Develop the backend using the FastAPI Python

* FastAPIlis a modern, fast (high-performance) web framework for
building APIs.

Backend Architecture Overview

Videolnfo
/video/infos/ Get Video Info
Gk /video/attr/{attribute}/ Get Video Attribute
/video/danmu/ GetDanmaku
/video/comment/ GetComment
/video/isRunning/ Getls Running
Videosinfo
E /videos/infos/ Get Videos Infos
/videos/counts/{type}/rank/ GetRankBy Type
/videos/sentiment/rank/ GetSentimentrank
/videos/anyRunning/ GetAny Running
NewVideo
/newvideo/infos/ Get New Video Info

/newvideo/comments/ GetNew Video Comments

/newvideo/danmu/ GetNew Video Danmakus

MINE
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Demo

Frontend Development

Implement a user-friendly interface to visualize and interact with
the analysis results.







