Exploring Chain of Thought Techniques

During this summer course, in the Reading Paper phase, our group was assigned the paper
"Chain-of-Thought reasoning without prompting". After reading this paper, I developed
an interest in the Chain of Thought (CoT) approach. Therefore, in my Individual Report, I
would like to further explore and summarize the literature related to Chain of Thought.

What is Chain of Thought ?

Chain of Thought is a series of short sentences that mimic the reasoning process a person
might go through when answering a question. CoT Promoting is a method that provides a
series of prompts to guide the model through a series of thoughts. In my view, CoT
Promoting offers a paradigm for thinking when answering questions—similar to the steps
we take when solving problems—except here, the process of thinking is handed over to
the model to generate answers.

Compared to Zero Shot learning, CoT Promoting has several advantages:

e First, CoT provides explainability. When we receive an answer, we not only get
the solution but also understand how it was derived.

e Secondly, CoT breaks down complex problems into simpler steps, enhancing the
accuracy of the answers.

Experiments on three large language models show that chain-of-thought prompting
improves performance on a range of arithmetic, commonsense, and symbolic reasoning
tasks.
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Math Word Problems (GSMS8K)

PaL.M 540B uses chain-of-thought prompting to achieve new state of-the-art performance
on the GSM8K benchmark of math word problems.

How to Elicit Chain of Thought -

Through reviewing relevant literature, I believe there are two main methods to elicit the

Chain of Thought: one is through prompting, and the other is by changing the decoding
approach.

Depend on Prompting

Let's first look at how to elicit Chain of Thought through prompting. After reviewing the
literature, I have identified several approaches. Here, I will mainly introduce two
methods: Auto-CoT and Active Prompting.

Auto CoT

CoT prompting can be divided into two major paradigms. The first paradigm, known as
Zero-Shot-CoT, involves adding a simple prompt such as "Let's think step by step"
following the test question to facilitate reasoning chains in Large Language Models
(LLMs). This approach does not require input-output demonstrations and is task-agnostic.



The second paradigm, Manual-CoT, relies on manually designed demonstrations. Each
demonstration includes a question followed by a reasoning chain that leads to the answer.
Although Manual-CoT has demonstrated superior performance, it requires significant
manual effort to design task-specific demonstrations.

Q: A pet store had 64 puppies. In one day they sold 28 of
them and put the rest into cages with 4 in each cage.
How many cages did they use?

A: Let’s think step by step.

Rationale Generation
[ LLM ]
v

Q: A pet store had 64 puppies. In one day they sold 28 of
them and put the rest into cages with 4 in each cage.
How many cages did they use?

A: Let’s think step by step. There are 64 puppies. 28 of
them were sold. This leaves 36 puppies. Each cage has

4 puppies, so we need 9 cages. ¥ Generated Rationale
Therefore, the answer (arabic numerals) is

l Answer Extraction
[ LLM ]
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Manual Demos One by One

fQ: There are 15 trees in the grove. Grove workers will plantl\
'trees in the grove today. After they are done, there will be 21 |
' trees. How many trees did the grove workers plant today? ;
| ¥-Question |
'A: There are 15 trees originally. Then there were 21 trees after |
1 some more were planted. So there must have been 21 - 15 = 6.

| . AN . !
: The answeris 6.%. , Rationale!

__________________________________________________

:rQ: A pet store had 64 puppies. In one day they sold 28 of them
‘and put the rest into cages with 4 in each cage. How many
' cages did they use?

| 9.
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The pet store had 64 puppies. They sold 28 of them. So they
had 64 - 28 = 36 puppies left. They put them into cages with 4
in each cage. So they used 36 / 4 = 9 cages. The answer is 9.

(a) Zero-Shot-CoT

(b) Manual-CoT

However, manually designing CoT prompting requires a significant amount of manpower
and is not suitable for all tasks. Therefore, the authors have proposed Auto CoT, an
automated method for designing CoT prompting. Briefly, Auto-CoT consists of two main

steps:

1. Partition questions of a given dataset into eight clusters** — sentence-BERT is
used to encode the questions, and then clusters are formed based on cosine

similarity.

2. Select a representative question from each cluster and generate its reasoning
chain using Zero-Shot-CoT with simple heuristics — the heuristics involve not
selecting a question with more than 60 tokens or a rationale with more than five
reasoning steps. These heuristics aim to improve the likelihood of the auto-

generated response being correct.
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[ Q: While shopping for music online, Zoe bought 3 ... J ; Q: While shopping for music onllqe, Zoe .bought 3 country albums and 5 !
| pop albums. Each album came with a lyric sheet and had 3 songs. How
. ' many songs did Zoe buy total? i
° I A: Let’s think step by step. Zoe bought 3 country albums. Each album has 3 |
[ Q: A chef needs to cook 9 potatoes. He has already... ] ! songs. So she bought 3*3=9 songs from the country aIbuIns. Zoe bought 5 :
' pop albums. Each album has 3 songs. So she bought 5*3=15 songs from ,
- l J : the pop albums. Zoe bought 9+15=24 songs in total. The answer is 24. |
1 cen 1
1 1
( e Pt Y\ ! Q: A chef needs to cook 9 potatoes. He has already cooked 7. If each !
/'O O\ N . 7 O \-\ | potato takes 3 minutes to cook, how long will it take him to cook the rest? |
,-/ \ Clustering '-’ \ | A: Let’s think step by step. The chef has already cooked 7 potatoes. That !
\ @ 1 P \ O O ! , means it has taken him 7 * 3 minutes to cook those 7 potatoes. That means
A \O o/ N ! " it will take him 3 more minutes to cook each of the remaining 2 potatoes ... 1
. e . s | e e e e e e e e e e 1
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,‘ ' Q: A pet store had 64 puppies. In one day they sold 28 of them and put !
. : the rest into cages with 4 in each cage. How many cages did they use? I
Demo Construction | || A | e's think step by step. |
‘ 'K‘""r‘“"“"““““““@"“"““““"“"“““)
@ [ Q: While shopping for music online ... A: Let's ... ] Test Qbestion In-Context Reasoning
: : Sampling by Selection Criteria ‘
The pet store had 64 puppies. They sold 28 of them. That means they have
[ Q: A chef needs to cook 9 potatoes ... A: Let's ... ] 36 puppies left. They put the rest into cages with 4 in each cage. That

means they have 9 cages. The answer is 9.

In fact, the authors initially attempted to generate a series of reasoning explanations
using the Zero-Shot-CoT approach. However, they found that this simple method could
not effectively replace the benefits brought by manual design, as errors often occurred in
the reasoning chains generated by Zero-Shot-CoT.

Further analysis revealed that the diversity of problems in the reasoning explanations is
crucial for mitigating the errors caused by Zero-Shot-CoT.

This is also why the article emphasizes the approach of "Let's think not just step by step,
but also one by one."

Active Prompting

In this method, the focus is on how to select prompts for Chain of Thought (CoT). Simply
put, it's similar to how during an exam, we identify the questions that confuse us the most
and prioritize learning them, rather than randomly choosing questions to study. This
approach helps achieve better results.

The authors employed four uncertainty metrics—disagreement, entropy, variance, and
confidence, with disagreement and entropy being the main metrics used in their
experiments.



Subsequently, the questions identified as the most uncertain based on these metrics are
selected for manual annotation.

These 'n' uncertain questions are annotated by human annotators to generate CoT
rationales and then used as examples for few-shot prompting along with the test question
to generate responses.

(1) Uncertainty Estimation (2) Selection
UNLABELED_QUESTIONS : \ . .
. Uncertainty Ranking
Q;: Karen is packing her backpack for a long-distance Qy,: A robe takes 2 bolts of blue fiber and half that much Quor: 1.0 Most Uncertain Questions
hike... white fiber. How many bolts in total does it take? 101- 1
- Qg 1.0
: ¥ Qg 1.0
[ Grs: Ao takes 2 ot ofbiae e anc half et much ] %345;01-3 Qi01, Quz, Qsz, Qs
white fiber. How many bolts in total does it take? 2 0.
Y 3 3 3 3 3 Q::" 0.8 56, Qao1, Qors, Qo1
: Qg7g: 0.8
u=1/5=02 Qgor: 0.8
Q. Josh decides to try flipping a house. He buys...
Q0.2 (3) Annotation
72- V-
[ Qq01: Ralph is going to practice playing tennis with a J e e .
- ! tennis ball machine that shoots...
Fill in the question @ —» / New Exemplars E \
l Qios: Ralph is going to practice playing tennis with a tennis ball ...
v A:Ralph started with 175 tennis balls. He hit 2/5 of the first 100 balls,
Few-shot CoT 1 2 3 4 5 so he hit 2/5 * 100 = 40 balls. He hit 1/3 of the next 75 balls, so he hit
1/3 * 75 = 25 balls. In total he hit 40 + 25 = 65 balls. He did not hit 175
Q: There are 15 trees in the grove. Grove workers will... - 65 = 110 balls. The answer is 110.
A: There are 15 trees originally...... The answer is 6. _ _
u=5/5=10
Qso1: Hans booked a room in a hotel. The hotel has 10 floors ...
Q: Olivia has $23. She bought five bagels for $3 each... ] X N A: here are 10 floors with 10 rooms each. The last ﬂot?r is unavailable.
- Olivi B Qg1 Hans booked a room in a hotel. The hotel has 10 So there are 9 * 10 = 90 rooms available.The answer is 90.
[ A: Olivia had 23 dollars. 5 bagels...... The answer is 8. floors with 10 identical rooms on each floor...
+ ‘ +
Test Question
[ Q: < UNLABELED_QUESTION > ]
1 2 3 3 4 [ Q: Janet's ducks lay 16 eggs per day. She eats three for breakfast... ]
Zero-shot CoT \ 4) Inference
ero-shot =0 u=4/5=08 e ( ) ____________________________________________
[ Q: < UNLABELED_QUESTION >
A: Let's think step by step. / : J

Overall, the approach of Auto CoT is based on diversity. It involves partitioning questions
into clusters and generating reasoning chains for representative questions from each
cluster. This method utilizes sentence embeddings and cosine similarity to ensure a wide
coverage of different types of problems within a dataset, aiming to generate a broad
spectrum of reasoning paths that enhance the model's ability to tackle diverse challenges.

On the other hand, Active Prompting is based on uncertainty. It prioritizes the selection
of prompts by identifying questions with high levels of uncertainty, using metrics like
disagreement and entropy. These uncertain questions are then manually annotated to
create detailed CoT rationales. This approach ensures that the model is trained on the
most challenging aspects of a dataset, which may require nuanced reasoning or exhibit
higher error rates in automated reasoning processes.

Both methods aim to improve the reasoning capabilities of language models by guiding
them in how to think through problems, but they approach the task from different angles
—Auto CoT through the lens of problem diversity, and Active Prompting through the lens
of targeting uncertainty.



Depend on Decoding

The traditional decoding method is greedy decoding. Greedy decoding is a simple method
for generating sequences where, at each step, the word with the highest probability is
selected as the output, until an end symbol is generated or a predetermined output length
is reached. The advantages of greedy decoding are its simplicity and speed, as it only
requires selecting the highest probability word at each step. However, this method has a
significant drawback: it may miss the globally optimal sequence. Since it selects only the
locally optimal word at each step, greedy decoding can lead to lower quality text
generation, lacking in coherence and diversity.

Self Consistency Decoding

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

Chain-of-thought
prompting

Language
model

The answer is $14. J

Marginalize out reasoning paths

Sample a diverse set of €
to aggregate final answers

Self-consistency . th
reasoning paths

ﬂ): If there are 3 cars in the parking \
lot and 2 more cars arrive, how many

friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

x Y

~
She has 16 - 3 - 4 =9 eggs I

left. So she makes $2* 9= | The answer is $18.

she has 16 - 3 = 13 left. Then |
she bakes muffins, so she I The answer is $18.

cars are in the parking lot? $18 per day. [ \

A: There are 3 cars in the parking lot 5 ~ \
already. 2 more arrive. Now there are T mesms dhe dhe cells dhe \
3 +2=>5cars. The answer is 5. remainder for $2 * (16 - 4 - 3)| The answer is $26. V

y = $26 per day.

Q: Janet’s ducks lay 16 eggs per day. Language $ .

She eats three for breakfast every 9 d Ig ! ¢ The answer is $18.
morning and bakes muffins for her nnfeiels She eats 3 for breakfast, so | h

has 13 - 4 = 9 eggs left. So
shehas 9 eggs * $2=$18. |

Self-Consistency Decoding essentially aggregates the answers by selecting the most
frequently occurring result as the answer. First, a set of candidate outputs is sampled from
the language model's decoder, generating a group of different candidate reasoning paths.
Then, the answers are aggregated by marginalizing the sampled reasoning paths and

selecting the most consistent answer from the generated results.



Method CSQA StrategyQA ARC-e ARC-c Letter (4) Coinflip (4)

Previous SOTA  91.2° 73.9° 86.4° 75.0¢ N/A N/A

UL2-20B CoT-prompting 51.4 533 61.6 42.9 0.0 50.4
Self-consistency 55.7 (+4.3) 54.9 (+1.6) 69.8 (+8.2) 49.5 +6.8) 0.0 (+0.0) 50.5 (+0.1)

) CoT-prompting 57.9 65.4 75.3 55.1 8.2 72.4
LaMDA-137B Self-consistency 63.1 (+5.2) 67.8 (+2.4)  79.3 +4.0) 59.8 +4.7) 8.2 (+0.0) 73.5 (+1.1)

Pal M-540B CoT-prompting 79.0 75.3 95.3 85.2 65.8 88.2
Self-consistency 80.7 (+1.7) 81.6 (+6.3) 96.4 (+1.1) 88.7 (+3.5) 70.8 (+5.00 91.2 (+3.0)

GPT-3 CoT-prompting 46.6 56.7 63.1 43.1 7.8 71.4
Code-davinci-001 Self-consistency 54.9 (+8.3) 61.7 (+5.00  72.1 +9.0) 53.7 (+10.6) 10.0 (+2.2) 75.9 (+4.5)

GPT-3 CoT-prompting 79.0 73.4 94.0 83.6 70.4 99.0

Code-davinci-002 Self-consistency 81.5 (+2.5) 79.8 (+6.4)  96.0 +2.0) 87.5 (+3.9) 73.4 (+3.0) 99.5 (+0.5)

Self-consistency significantly enhances arithmetic reasoning performance across all four
language models, surpassing the results achieved with chain-of-thought prompting. This
approach yields substantial gains across the models and has achieved state-of-the-art
results on five out of six tasks.

CoT Decoding

CoT-Decoding builds upon Self-Consistency by introducing a confidence metric. This
method calculates the confidence level for each reasoning path and aggregates paths that
lead to the same answer, ultimately selecting the path with the highest confidence as the
final reasoning path. The concept mirrors the elimination method used in multiple-
choice tests, where incorrect options are first excluded to identify the most probable
answer from the remaining choices.

| have 3 apples, my dad has 2 more apples than me,

how many apples 6o we have In fotal? Was Nicolas Cage born in an even or odd year?

[step 0 | step 1 step 1
) ~ an odd year.
. _— apples o _— Cage was bornin —~_ 1964, which is an even year./
top-1: 5 =, top-1: Nicolas ——__ yas bor in an even year.

_— have 3 apples, my dad... We have 8 apples in total. \/

top-2: | =" 4 know... top-2: Even —__ \,
_— have 5 apples in total. — \n
top-3: We <" yont know, because we don't know how many apples... top-3: Odd = |
_—have 3 apples, your dad... You have 8 apples in total. \/ _— aneven year. \/
top-4: You—__ . vt know... top-: 1 964 —_ qven. v
5 The— answer is 5. __— was born in an even year.
top-5: The—"__ ;pies are a metaphor... top-5: He ——__ s 55 years old.

Figure 2 | Decoded paths by considering alternative tokens at various decoding steps.



This approach is particularly effective when there is a significant difference between the
options. When options are closely matched, decision-making becomes challenging, and
the accuracy of decisions decreases—akin to scenarios in decoding where the probability
differences between tokens are minimal. In contrast, when the disparity between answer
options is marked, decision-making confidence increases, similar to when there is a
significant difference in token probabilities during decoding. CoT-Decoding enhances
confidence assessment by accumulating the difference in probabilities between the top-2
predicted tokens.

GSMS8K Acc
Top-k sampling (k = 10) 4.9%
Top-p / Nucleus sampling (p = 0.9) 6.4%
Beam search (b = 10) 6.7%
Temperature sampling (T = 0.7) 7.5%
Greedy decoding 9.9%
Self-consistency w/o CoT prompt (10 paths) 12.9%
CoT-decoding (k = 10) 25.1%

In the final part of the study, the authors compared various sampling and decoding
methods in their experiments. The results indicate that CoT-Decoding achieved the best
performance across all tasks, demonstrating that CoT-Decoding is an effective decoding
method that can enhance the performance of models.

Conclusion

This report has explored the Chain of Thought (CoT) approach, focusing on enhancing
the reasoning capabilities of language models through diverse prompting and decoding
strategies. Auto CoT and Active Prompting refine how models generate and improve
answers by harnessing problem diversity and addressing uncertainty, respectively.
Meanwhile, decoding techniques like Self-Consistency Decoding and CoT Decoding
improve answer accuracy and confidence by emphasizing the most consistent and
probable outcomes.
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